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Introduction
The United States, a global leader in technology and innovation, has fared among the worst of all
nations in mitigating the spread and impact of COVID-19. Cases are swelling toward a third peak
as daily averages rise in four out of every five U.S. states, a resurgence driven by milder temperatures
and a populace weary of the months of restrictions that social distancing and lockdown measures
have imposed on their lives. Nine months into the pandemic, the country just recorded its worst
week yet, with 528,927 new cases and a seven-day average of over 75,500, according to the New
York Times. USA Today reports that a one-day record 88,521 cases were reported on October 29,
equivalent to a new diagnosis every 0.976 seconds.

In addition to fighting a deadly pandemic, dealing with financial concerns and adhering to social
distancing measures, the American public has been forced to confront a wave of disinformation
regarding the virus and the proper steps our society must take to contain it. Science has become
politicized to the extreme, in the moment we can least afford it to be. With an eye toward
one of the most consequential and contentious elections in national memory, the president and
other politicians have consistently downplayed the virus. Instead of formulating a sound response
to the worst mass-casualty event in national history, they have prioritized undisguised political
maneuvering to deepen the stark partisan divide among Americans over the costs and benefits of
various public health measures.

Given the breadth of factors contributing to America’s uniquely poor handling of the pandemic,
any attempt to comprehensively analyze and track the spread of COVID-19 must consider the
effects of influences beyond climbing case totals. This project integrates not just health data
from the past six months, but also political preferences, social distancing and economic reopening
procedures, and access to healthcare and resources in order to predict COVID-related deaths across
the United States in the second week of November.

Data were collected from 11 diverse sources, substantially cleaned and manipulated, and com-
bined into a dataframe that provides American states’ individual totals not only for health-related
statistics like positive cases and deaths, but also for engineered features such as population density,
access to hospital beds per 100,000 civilians, and survey responses on mask-wearing practices.

Using this collection of traits and features germane to all the different angles of this pandemic,
we attempt to predict state-by-state COVID-related deaths in the second week of November, 2020.

Data
The following section will provide a brief overview of all datasets collected and cleaned for this
project, including their sources, important features, and the processes required to manipulate them
into useful form.

Health Data by State
Our primary source for data on the spread of the pandemic itself was The COVID Tracking Project
by The Atlantic, a repository of volunteer-collected data updated daily from every U.S. state and
territory. The data is freely available to download at the project’s website and contains state-by-
state totals for every individual day going back to January 28 of this year.

The dataset initially held 13,213 rows and 43 different variables. We first eliminated all data
prior to April 12 in order to provide uniformity with the other health dataset we analyzed from
Johns Hopkins University.
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We also restricted the scope of the project to the 50 U.S. states and dropped all data from non-
state territories, including Washington D.C. In doing so, we pre-emptively avoided the possibility
of having to deal with non-uniform datasets, some of which may contain territorial data and some
of which may not.

Finally, we removed all variables with more than 1,000 NA values, leaving the dataset with
9,850 rows and 16 variables.

The other major data source on the spread of the pandemic was taken from the Johns Hop-
kins University Coronavirus Resource Center, widely considered a reliable authority for carefully
tracking the virus’ spread. The Github profile from which the data was pulled is attributed to the
Center for Systems Science and Engineering at Johns Hopkins.

Similar to the Atlantic data, the JHU dataset provided data from each state and territory
for each day between April 12 and October 25. Once more, we eliminated all non-states and all
variables with a significant proportion of NA values. The final dataset contained 9,850 rows and
15 variables.

Colleges
Next, we read in the U.S. Department of Education College Scorecard, a large annual summary
of information on every college in the nation collected by the federal government. This dataset
initially contained over 6,000 rows of college listings and nearly 2,000 variables, but we kept only
four: each college’s state, undergraduate population, cost if private, and cost if public.

Our rationale for examining college data stemmed from our own experiences as students subject
to rigorous travel restrictions and community conduct guidelines. The mass migration this autumn
of so many young people from various geographic locations has led to an uptick in cases across the
country. Colleges are fertile breeding grounds for disease, especially when schools are not uniformly
restrictive in their public health procedures. We hypothesized that the number of colleges in each
state and the total number of students attending them could be statistically significant predictors
of COVID cases.

We initially included only undergraduate populations because data for total student popula-
tions, including graduate students, were not as reliable. After analyzing these data, however, we
eliminated them, concluding that the neither total undergraduates per state nor average under-
graduates per school were useful statistics since a college’s likelihood to spread the virus is a direct
function of its own particular dynamics rather than the aggregate characteristics of schools in each
state. We also assessed the average tuition—not including books, fees, room and board, or other
expenses—after the effects of the average institutional financial aid for colleges in each state. The
rationale behind the inclusion of this variable was that schools of different costs have different
demographic compositions which may lead to variations in not only school-enforced public safety
policy, but also the prevalence of responsible student behavior.

The final college dataset, stored as ‘college.data’, contains one row for each state, as well as
columns listing the number and average cost of colleges in each state.

Politics
As outlined in the introduction, the nation has become so politically fragmented in its approach
to fighting the virus that any sound analysis of the pandemic’s spread must include consideration
of states’ varying political leanings and acknowledgment of the partisan divide over science. We
decided to use the results of the 2016 presidential election as a proxy for states’ general political
preferences. The dataset we used contained the results of all federal elections, presidential and
otherwise, since 1976. It was uploaded to Harvard University’s Dataverse repository by the MIT
Election and Data Science Lab. We filtered the data so that it contained results for either Donald
Trump or Hillary Clinton from the 2016 election across only the 50 states. The resulting dataframe
included the raw values of votes that each candidate received in each state, and the percentage
of total voters that those raw values represented. From these initial variables, we engineered the
difference in vote totals and percentages, assigning a winner to each state. Trump’s totals were
subtracted from Clinton’s, and in the final form of the dataframe—stored as ‘voting ’—all negative
values represent states that Trump carried in 2016.

The end result was a dataframe containing each state’s total vote and percent differences—as
positive or negative numbers—as well as a binary indicator showing which party each state ‘be-
longed to’ in 2016.
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Population Density
We next incorporated data from the World Population Review on state population and population
density, two metrics essential to comparing variables across states because they allow for variables to
be standardized per capita or per square mile. We specifically targeted population density because
throughout the pandemic, striking disparities have been observed in the degree to which the virus
ravages densely-populated cities, like New York, versus the way it impacts rural communities.

The final dataframe for this dataset, ‘pop’, contained each state’s population, land area in
square miles, and population density.

Hospital Access
Geography plays a crucial role in determining not only the rate and severity of viral propagation,
but also residents’ ease of access to the hospitals, healthcare staff, and resources that could be
the difference between death and recovery. To assess this geographic impact on healthcare amid a
pandemic, we collected data on U.S. hospitals from the Homeland Infrastructure Foundation-Level
Data repository, operated by the U.S. Department of Homeland Security.

After imputing a few negative or missing values, we engineered a number of additional variables
with the help of the ‘pop’ data. The final dataframe, ‘hospital.totals’, contained each state’s:

• number of hospitals

• number of hospital beds

• population

• number of hospitals per 100,000 state residents

• number of beds per 100,000 state residents

• total area

• number of hospitals per 1,000 square miles

• number of beds per 1,000 square miles

Adherence to Public Health Guidelines
Scientific research has concluded that proper adherence to public health guidelines, including wear-
ing masks and limiting close contact within indoor spaces, can mitigate the spread of COVID-19.
We determined that it would be useful to examine compliance with mask-wearing procedures and
how it varies by state, since embracing safety precautions on a large scale has proven in other
countries to be extremely effective at fighting the pandemic.

The relevant data assessed mask-wearing practices by county across each state. Collected by
the New York Times, it measured 250,000 survey responses from July to the question, "How
often do you wear a mask in public when you expect to be within six feet of another person?"
Responses ranged across five levels: ‘never’, ‘rarely’, ‘sometimes’, ‘frequently’, and ‘always’. The
Times’ Github page stated that raw survey responses were weighted by age and gender, and
that respondents’ locations were approximated from zip codes in order to extrapolate the data to
county-by-county estimates.

The data contained the FIPS identification code for each county, along with the proportion of
people in each county estimated to wear their mask in public at each of the five frequency levels.
We faced the obstacle of identifying which FIPS numbers corresponded to which counties in which
states, so we imported a dataset from the website of MDR Education which contained a key for
FIPS codes from all American counties. By merging this FIPS dataset with the mask-wearing
dataset, we were able to assign names and states to each county listed.

Our ultimate goal was to use these data to understand the proportion of people in each state who
wear their masks at each of the five frequency levels. To do so, we imported another dataset from
the U.S. Department of Agriculture consisting of population estimates for each U.S. county made
after the 2010 national census. Armed with identifiable counties, their estimated 2020 populations,
and their percentages of residents who adhere to public health guidelines, we calculated raw totals in
each frequency level for each county, then aggregated the raw totals by state. The final dataframe,
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‘mask.wearing ’, contained the population and proportion, for each state, of people who wear masks
‘never’, ‘rarely’, ‘sometimes’, ‘frequently’, and ‘always’.

Reopening Data
The political tension over the virus in states across the nation largely stems from disagreement over
the delicate balance of two major initiatives—promoting public health and safety, and reopening
an economy that continues to suffer catastrophic damage. We hypothesized that it would be
useful and interesting to examine data pertaining to the reopening and public safety procedures
enacted by each state, since such measures are bound to have critical impacts on a state’s success
in managing the virus.

Using data from the Kaiser Family Foundation and the National Academy for State Health
Policy, we were able to get a sense of the policies of each state as they attempt to balance economic
stimulation with public safety. The data required substantial textual cleaning to shorten variable
names and entries, and the final dataset contained 26 categorical variables characterizing the nature
of states’ stay at home orders, face covering requirements, reopening status, and restrictions on
restaurants, bars, travel, and group gatherings.

Additional Supplementary Data

Finally, we incorporated a U.S. Census dataset that categorized each state into four particular
geographic regions: Northeast, Midwest, South, and West.

Merging and Cleaning the Data
Once all individual datasets had been whittled down to their most important elements, we combined
them by state into one large dataframe, ‘current ’. After including log transformation of 21 variables
and per 100,000 resident transformations of 13 more, the ‘current ’ dataframe contained 50 rows, one
for each state, and 82 variables. Of these variables, four were of character type, 14 were categorical,
and the remaining 64 were numerical, some transformed and others standardized between 0 and 1.

The ‘current ’ data represented the most updated state of the pandemic across the nation on
October 25, with cumulative values for metrics like deaths, cases, and people tested.

Analysis
In an effort to explore the data visually and uncover latent trends between variables, we created a
number of plots using variables from ‘current ’ as well as newly engineered variables.

Maps
We first examined the state of the nation on a holistic level by visualizing deaths and testing totals
per 100,000 civilians across all states. Darker colors represent higher totals

The map of deaths reflects spikes in New York, New Jersey, Louisiana, and parts of New
England, areas that are well-known to have been hit hard by the virus. We see that more rural,
Western states generally have lower numbers of deaths per 100,000.

The testing totals indicate zones of relative success in testing volume, especially North Dakota,
Alaska, and Rhode Island. The former two states are somewhat surprising, given that they are
majority Republican-leaning. It seems counter-intuitive for a Conservative state government and
populace to embrace mass testing.
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Boxplots
As a follow-up to the maps, we examined deaths and confirmed cases by geographic region using
boxplots and the capabilities of base R. The boxplots represent the range, median, and IQR for all
states in each of the distinct geographic regions, with the aggregated national median superimposed
over the data.

From the first plot, we observe that the West is the best region for mitigating COVID-related
deaths: the 75th percentile of Western state data is lower than the national median of deaths per
100,000. We can make some guesses about why this may be the case. We know that California, a
major western state, was among the first to impose strict social distancing guidelines and business
closures upon its 39 million residents. These measures, undoubtedly, have played a substantial
role in combating the virus and reducing deaths in that state. Relatedly, we know that the Seattle
area was one of the nation’s first hotspots, likely prompting tighter and longer lockdown protocols
in Washington and neighboring states. Finally, we know that western states, such as Wyoming,
Nevada, Montana and Alaska, are generally larger and less densely populated than states in other
regions. Geography has likely played a role in the West’s success.

In contrast, we observe that the death totals in the Northeast are substantially elevated over
those of other regions, likely due to early and particularly severe outbreaks in New York City
and Boston. The median and upper bound of the Northeast’s elevated totals are biased by the
conditions of these cities in spring and early summer, but it’s also interesting to note that the spread
of the Northeast data is by far the greatest among the regions, indicating that some states—notably
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Vermont and Maine—are actually among the best in the country at reducing deaths.
In the second plot, we observe the number of tests conducted across all four regions, with the

national median among all states once more superimposed. The trends are consistent with those
of the previous plot: the median Northeast state is well above states in the other four regions, a
trend that aligns with the acceleration of testing efforts to fight early New York and Massachusetts
outbreaks.

Radar Plot
Building off observations from the boxplots, we constructed the next plot in an attempt to un-
derstand regions’ relative strengths and weaknesses in combatting the virus. To evaluate this
comparison, we assessed the impacts of population density, testing protocols, access to healthcare,
and civilians’ willingness to adhere to public safety protocols across the four regions. Population
density and testing per 100,000 residents already existed as variables. We created the proxy for
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healthcare access by summing the values of hospitals and beds per 100,000 residents of each state,
and we engineered the proxy for adherence to public safety procedures by summing the populations
per 100,000 who ‘frequently’ and ‘always’ wear masks. We then standardized these values between
0 and 1 to compare the regions relative to one another.

We see, for example, that of the four regions, the West has the highest score for Population
Density, meaning its geographic conditions are the most conducive to limiting the spread of the
virus. The Midwest and South fare quite well in comparison to the West, but the Northeast lags
far behind due to its congested cities and small state sizes. The same type of relative scale is
applied to the other variables, as well.

On this plot, greater distance toward the edge represents strength in a particular area, and
greater total plot breadth represents well-rounded success. The plot shows that the Northeast
excels relative to other regions in implementing testing procedures and adhering to public health
guidelines; no other region is even half as proficient at testing. In contrast, the Northeast is
hindered by high population density and mediocre access to healthcare. The striking horizontal
and vertical dynamics of this chart make it easy to create a ‘story’: the Northeast has learned
from its past outbreaks and become a leader in testing and social distancing, while the Midwest
and South both benefit from advantageous population density and healthcare access, but fail to
supplement these strengths with high performance in other areas.

Bar Plot
Next, we sought to understand how politics have influenced case numbers. Based on the percentages
by which Clinton or Trump won each state in the 2016 election, we created six categories of political
sentiment: Strong Liberal, Liberal, Slight Liberal, Slight Conservative, Conservative, and Strong
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Conservative. We then aggregated states’ confirmed cases per 100,000 across each group and
plotted the results.

The plot is striking. We observe a clear trend: states carried by Trump have overwhelmingly
more confirmed COVID cases per 100,000 people. In ‘Strong Conservative’ states, the case numbers
are nearly double what they are in ‘Strong Liberal’ states. It has been demonstrated over the past
few months that conservative state leaders are more likely to follow the president’s urges to open
the state economy and refrain from instituting restrictive business closures or social distancing
measures. On the other hand, more liberal leaders have been inclined to rebuke the president
and forge ahead with the policies that will best keep the public safe. This plot is reflective of the
months-long divide between conservatives and liberals over the seriousness of the virus and the
merits of instituting and cooperating with public safety measures.

Bubble Plot
Finally, we sought to further understand the impact of states’ reopening procedures on case totals.
To do so, we created a ‘score’ measuring the restrictiveness of each state’s public safety guidelines.
For seven different categorical variables assessing the status of reopening plans—including travel
bans, face-mask requirements, stay at home orders, and other aspects—we converted their various
factor levels to numerical scores based on the levels’ severity. If a variable had five factor levels,
for example, the most severe level of restriction for that factor received a score of 5, the next most
severe received a 4, and so on. By summing each state’s total score across these seven variables
and then squaring the result, we got a sense of how restrictive the overall nature of states’ public
health and safety measures have been.

We then created a bubble plot that examined the relationship between the number of people
who ‘never’ wear masks and the number of positive COVID cases, per state, per 100,000 residents.
The size of the bubble is given by the state’s ‘score’ on a scale of 1 to 10, and the bubble are
colored by the party that won that state in 2016.

Once more, the plot tells a striking story. There is a clear divide between red and blue states
in terms of the number of positive tests, the number of people who claim to ‘never’ wear a mask,
and the severity of protective public health guidelines. Blue states occupy the lower left corner
of the graph, indicating lower positive test numbers and more people who regularly wear masks.
There is only one red state with less than 4,000 ‘never’ mask-wearers and less than 2,000 positive
tests per 100,000. In contrast, the three other quadrants of the graph are solely occupied by small-
bubbled red states, representative of the partisan split over public safety and the way such a split
precipitates divergent attitudes toward the virus.
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Modeling Process
Armed with the insights gleaned from visualizing the relationships between some crucial variables,
we began to test different types and parameters of linear models in order to identify which one
predicts log deaths with the lowest error.

The first step in this exploration process was to create ‘lagged’ data, or time series data that
had been shifted backward in time by a certain number of days. The use of lagged variables is
an important step of a dynamic model like ours. The number of deaths in a given state is more
dependent on past trends of variables, such as confirmed cases and people tested, than it is on
same-day behavior of those variables. Using lagged values also prevents us from biasing predictions
by mistakenly incorporating future data instead of exclusively using past data. A model must not
predict results based on data to which it can’t possibly have access.

Our dataset contained three versions of the same variables: a raw version, log transformed
version, and per 100,000 civilian version. Since these variables are collinear, we had to choose one
of these three types to consistently use as regressors. We settled on the log transformed variables,
as they were the most normally distributed. We created versions of these log transform variables
lagged at one, two, seven, and 14 days, and enfolded them within ‘current’.

In pursuit of the most accurate model possible, we split the six months’ worth of time series
data into training and testing sets, the latter consisting of the fourteen days prior to October 25,
the final day captured by our dataset.

We then created three functions to measure RMSE, mean absolute error, and AIC as error
metrics. Comparison of subsequent models’ performance across these three error types would
inform our understanding of which model is most successful.

We chose the regressors for our initial model based upon the results of principal component
analysis in conjunction with our own intuition about the forces that most significantly impact
deaths in a given state. After checking multivariate normality using a Chi-Squared test, the first
two principal components explain roughly 83 percent of the variance, as confirmed in the plot
below, and help distinguish which variables, besides ‘state’, were most crucial to predicting deaths.

The final selection of variables included the lagged versions of all log transform variables besides
deaths, as well as political party, population density, access to healthcare, geographic regions,
reopening status, and number of colleges. We implemented backwards and both-ways stepwise
regression, creating two versions of each model: one that used ‘state’ as a regressor and one that
did not. Unsurprisingly, the model that included ‘state’ as a parameter yielded substantially lower
error.

We then tested two predictive models under two disparate assumptions. The first, simpler
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model assumed that as the length of the pandemic progressed, all variables other than deaths
remained consistent with their values on October 25. The second iteration assumed that all time
series variables continued progressing past October 25 at the unique rates at which they had
developed over the prior 90 days. The inclusion of just 90 days, rather than the entire six-month
span of the data, was chosen because some states had not yet experienced deaths prior to that
point in the pandemic.

Results
Our final results examined two different models: one with ‘state’ as a predictor, and one without
it.

State Model
A summary of the model is shown below.

As expected, state is overwhelmingly the predictor with the most explanatory power for log
deaths in this model. Aligning with our expectations, we observe a positive relationship between
confirmed cases and deaths. A one-unit increase in ‘lagged.log.confirmed’ results in a 32 percent
increase in deaths–a frightening statistic indicating that a substantial percentage of confirmed cases
end in death.

The model does, however, provide some hope for the national outlook. The coefficient of -0.337
for ‘lagged.log.people.tested’ implies that a single unit increase in testing reduces deaths by nearly
34 percent, indicating that testing has been an effective method to manage viral spread and reduce
deaths across the country.
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Non-State Model
It is useful to fit a model that does not consider state as a predictor, since the conditions in
individual states so dominate the other variables in terms of predictive power. The non-state model
performs worse by error metrics than the state model, but its results are nonetheless interesting
and informative.

A summary of predictors, listed by predictive power, is shown below. All variables are significant
at the 0.05 level besides one.

We observe, sensibly, that the variable with the most influence is ‘lagged.log.deaths’: the pre-
vious trends in death for a given state. We also observe that precautionary measures to protect
against the virus hold substantial weight in this model. The coefficient for testing frequency is,
as expected, negative, indicating that more testing drives death totals down. Curiously, the coef-
ficient for ‘sometimes’ wearing a mask is positive at 0.27. This is counter-intuitive, but perhaps
indicates that in areas where deaths are relatively low, people don’t feel that need to wear masks
as frequently.

Other observations include the 11.1 percent positive uptick in deaths caused by lifted stay at
home orders. We also note that the Northeast region has a positive coefficient of 0.10, a result
that aligns with our visualizations. The region is know to have been hit harder than other areas
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by the virus, so we expect a positive association between it and deaths–and we find one.
The greatest surprise is a negative coefficient for Republican-majority states. These states, our

model indicates, are more likely to have 12.2 percent less deaths. Given the party’s rhetoric and
public safety inaction over the course of the pandemic, we expected a positive relationship between
Republican states and increased deaths.

Conclusion
In this project, we combined a variety of data pertaining to health, politics, education, public
safety measures, and healthcare access to predict COVID-related deaths across the United States
in the first two weeks of November.

After careful data manipulation and model selection processes, we created two models to predict
the log of deaths for the two weeks following October 25. One was heavily influenced by individual
states, which–as can be seen below–have followed markedly different paths over the course of the
pandemic in terms of deaths.

The state model provided us with an understanding of the virus’ deadly nature and the ways it
can be combated: although there is positive coefficient of 0.32 between confirmed cases and deaths,
there is a negative coefficient of -0.337 between testing and deaths.

The model that didn’t include states yielded a less accurate but more informative picture of
the virus, indicating a few surprising relationships, including positive coefficients between deaths
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and relatively infrequent mask-wearing as well as deaths and Republican-majority states.
Seeking the most accurate predictions for deaths in the upcoming weeks, we decided to move

forward with the more accurate model that incorporates state as a predictor. This choice is
in acknowledgement of the truly massive role individual states’ combinations of conditions–from
healthcare infrastructure, to governmental policy, to population density–play in determining those
states’ responses to the pandemic.

Appendix: Final Results
This model projected cumulative death totals across all 50 states for each day between 10/26/2020
and 11/8/2020. Consulting the Johns Hopkins official data for that time period and comparing it
with the model’s projections, we found that the model performed reasonably well, with an average
per-state RMSE of 904 deaths. This value was high; however, we knew that the pandemic took
a particularly nasty turn across the United States right at the end of October, so we expected to
have underestimated death totals – somewhat severely in certain states, like Texas.
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